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Magnetic properties of transition metal dimers
probed by inelastic neutron scattering†‡

Simon Ansbro,a,b Eufemio Moreno-Pineda, *c Wen Yu,c,d Jacques Ollivier,b

Hannu Mutka,b Mario Ruben c,e and Alessandro Chiesa *f,g

The physical characterisation and understanding of molecular magnetic materials is one of the most

important steps towards the integration of such systems in hybrid spintronic devices. Amongst the many

characterisation techniques employed in such a task, Inelastic Neutron Scattering (INS) stands as one of

the most powerful and sensitive tools to investigate their spin dynamics. Herein, the magnetic properties

and spin dynamics of two dinuclear complexes, namely [(M(hfacac)2)2(bpym)] (where M = Ni2+, Co2+,

abbreviated in the following as Ni2, Co2) are reported. These are model systems that could constitute fun-

damental units of future spintronic devices. By exploiting the highly sensitive IN5 Cold INS spectrometer,

we are able to gain a deep insight into the spin dynamics of Ni2 and to fully obtain the microscopic spin

Hamiltonian parameters; while for Co2, a multitude of INS transitions are observed demonstrating the

complexity of the magnetic properties of octahedral cobalt-based systems.

Introduction

Molecular nanomagnets1 (MNMs) are finite clusters of metal
ions, whose spins are coupled by exchange interactions and
are magnetically isolated from neighbouring ions by the sur-
rounding bulky ligands. Thanks to their relatively small size
and their zero-dimensional characteristics, they offer a remark-
able opportunity to study fundamental physical phenomena of
both quantum and classical nature.1–8 Moreover, the high
degree of achieved chemical control makes them promising
systems for many different applications, such as quantum-
information processing,9–14 high-density data storage15–17 and
low-temperature magnetic refrigeration.18,19

In the last few years, important steps have been made in
the field of molecular electronics, where the challenge to con-
struct certain electrical or spintronic devices on a molecular
scale is addressed by the assembly of molecules tailored for
specific applications. In particular, molecule-scaled diodes,
transistors and memories were realised20–26 and the magne-
toresistance effect was observed on single molecules.27,28 In
this respect, di-nuclear magnetic complexes are the optimal
test-beds to understand the transport behaviour of MNMs.
Indeed, magnetic intra-molecular as well as molecular–sub-
strate interactions can be finely tuned by chemical engineer-
ing, thus allowing us to explore new features arising from the
competition between these couplings.29,30 Recently, a mole-
cular nanomagnet dimer of chemical formula [(Ni(hfa-
cac)2)2(bpym)] was deposited onto a copper surface, where it
was demonstrated to display the Kondo effect for certain
adsorption types, with a relatively high Kondo temperature of
10 K.31 Electronic transport through a weakly coupled spin
pair of Co2+ ions was also reported, evidencing the switching
of a Kondo-like anomaly by applying a bias voltage.30 In turn,
the characterisation of the magnetic properties of these com-
plexes is essential to gain a deeper insight in their dynamics,
thus paving the way for the rational design of future molecular
devices. Indeed, the understanding of the correlation between
structure and molecular properties is of the utmost impor-
tance, as to establish the design criteria for better performing
molecular systems and their optimal integration in spintronic
devices.

In this context, several characterisation techniques have
been used for the understanding of the magnetic and spectro-
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scopic properties of MNMs,1 ranging from conventional
SQUID, µ-SQUID arrays, to spectroscopic techniques such
Nuclear Magnetic Resonance (NMR), Electron Paramagnetic
Resonance (EPR) and Inelastic Neutron Scattering (INS). INS is
one of the best techniques available to characterise the micro-
scopic magnetic interactions of MNMs.32–37 It allows the
precise determination of the parameters that define a spin
Hamiltonian.36,37 In addition, rapid developments in spectro-
meter technology make it possible to measure increasingly
smaller samples, which is particularly useful where the chemi-
cal synthesis yields low quantities of product. Herein, we inves-
tigate the magnetic properties and the INS spectroscopic
characteristics of two MNMs with formula
[(M(hfacac)2)2(bpym)] (where M = Ni2+, Co2+), denoted as Ni2
and Co2, for the Ni- and Co-containing molecules, respectively.
The highly sensitive cold neutron spectrometer IN5 at the
Institut Laue-Langevin allow us to directly probe the low-
energy spin dynamics of the complexes on a very small
amount of sample (ca. 0.1 g).

Experimental section
Synthesis and crystallographic analysis

Complexes Ni2 and Co2 were obtained as described in pub-
lished procedures.31,38 Single crystals of Ni2 and Co2 were
obtained from recrystallisation from a diethyl ether solution.
Single crystal X-ray diffraction data of Ni2 and Co2 were col-
lected employing a STOE StadiVari 25 diffractometer with a
Pilatus300 K detector using GeniX 3D HF micro focus with
MoKα radiation (λ = 0.71073 Å). The structures were solved
using direct methods and were refined by full-matrix least-
squares methods on all F2 using SHELX-201439 implemented
in Olex2.40 The crystals were mounted on a glass tip using crys-
tallographic oil and placed in a cryostream. Data were collected
using ϕ and ω scans chosen to give a complete asymmetric
unit. All non-hydrogen atoms were refined anisotropically.
Hydrogen atoms were calculated geometrically riding on their

parent atoms. The structures are isostructural with those
earlier reported.31,38 Full crystallographic details can be found
in CIF format: see the Cambridge Crystallographic Data Centre
database (CCDC 1023858 and 1143445‡).

Magnetic measurements

Susceptibility and magnetisation. The magnetic suscepti-
bility of compounds Ni2 and Co2 was measured in the tem-
perature range 1.8 K–300 K employing powdered samples con-
strained in eicosane. The measurements were conducted using
Quantum Design MPMS-XL SQUID magnetometer on polycrys-
talline material. Further magnetisation measurements were
collected between 2 K and 10 K on a Quantum Design SQUID
magnetometer 15 MPMS®3 magnetometer equipped with a
magnet operating between 0 and 7 T. The data were corrected
for the diamagnetism of the compound (Pascal constants) and
for the diamagnetic contribution of eicosane and the sample
holder.

INS measurements. Inelastic neutron scattering data for
both compounds were collected on IN5 cold spectrometer at
the Institute Laue-Langevin, with incident neutron wavelength
of 4.8 Å, corresponding to a resolution of 90 µeV, in the tem-
perature range 1.5–20 K.41

Results and discussion
Synthesis and crystal structures

The Ni2 and Co2 compounds were obtained by reacting one
equivalent of bipyrimidine ligand with two equivalents of the
M(hfacac)2 (M = Ni2+, Co2+; hfacac = hexafluoroacetylacetonate)
in a mixture of ethanol water.31,38 Single crystal studies reveal
the complexes to be two neutral dinuclear systems with
formula [(Me(hfacac)2)2 (bpym)] (Fig. 1). Both complexes crys-
tallise in the monoclinic P21/c space group, with the entire
molecule in the asymmetric unit. In the structure, each tran-
sition metal centre, with an N2O4 coordination sphere, pos-
sesses a slightly distorted octahedral environment (with CShM

Fig. 1 Crystals structure of Co2 (a) and Ni2 (b). Colour code: C, grey; N, cyan; O, red; Co, purple, Ni, green. Hydrogens and fluoride atoms were
omitted for clarity.
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values of 0.247 and 0.326 for both Ni2+ ions for Ni2 and CShM
values of 0.402 and 0.508 for both Co2+ ions for Co2,
respectively).42

The octahedral sites show very similar M–N and M–O dis-
tances: for Ni2, the Ni⋯N distances vary from 2.087(3) to
2.113(3) Å, whilst for Co2 the Co⋯N distances range from
2.134(3) to 2.162(3) Å and the Co⋯O distances are between
2.036(2) to 2.059(2) Å. Due to the slightly shorter Ni⋯N
distances, a shorter M⋯M distance is found for Ni2 with
Ni⋯Ni of 5.603(3) Å, compared to Co2 where a Co⋯Co distance
of 5.7268(8) Å is observed.

Magnetic description of Ni2

We begin our investigation of Ni2 from the magnetic pro-
perties, firstly exploring the temperature dependent static mag-
netic susceptibility behaviour χM(T ) (where χM is the molar
magnetic susceptibility), by measuring powdered samples
under an applied field of 0.1 T. The compound shows a room
temperature χMT (T ) of 2.04 cm3 mol−1 K (see Fig. 2a). This
value is consistent with two uncoupled S = 1 ions. χMT (T ) stays
practically constant with decreasing temperatures. This profile
is observed up to ca. 40 K when it rapidly drops to zero, reveal-

ing a singlet ground state. Likewise, the χM(T ) shows a
maximum at approximately 24 K, indicative of the antiferro-
magnetic exchange between the two Ni2+ centres or strong
single ion anisotropy. The field dependent study, i.e. M(H),
from 2 to 5 K in the field range of 0 to 7 T, exhibits exponen-
tial-like profiles (Fig. 2b), characteristic of an S = 0 ground
state with nearby excited states. The low temperature data
clearly show that solely the singlet ground state is populated at
2 K. At higher temperatures and larger fields excited states are
slowly populated, leading to an increased M(H) profile. The
magnetic properties, i.e. χMT (T ) and M(H), can be simul-
taneously fitted,43 employing a Hamiltonian of the following
form:

Ĥ ¼ �Js1 � s2 þ gNiμBH � ðs1 þ s2Þ ð1Þ

where the first term accounts for the isotropic exchange inter-
action between the Ni2+ centres, and the last term is the
Zeeman energy. Magnetisation and susceptibility are obtained
as a function of temperature and field starting from the eigen-
values and eigenstates of the spin Hamiltonian. The best fits
yield J = −16 cm−1, with g = 2.10. Zero field splitting aniso-
tropic terms have been omitted in (1), since we found that the
χMT (T ) and M(H) are insensitive to these parameters. The here
determined value of J is in line with previous studies on
exchange interactions between two Ni2+ ions through a bpym
bridging ligand. In particular, we find in our analysis a stron-
ger exchange interaction if compared to ref. 38 and very close
to that reported in ref. 44.

To further explore the magnetic properties of Ni2, we turn
our attention to the INS study carried out by exploiting the
highly sensitive IN5 Cold spectrometer. Here we show that
INS allows us not just to confirm the leading (exchange) inter-
actions operating within the dimer, deduced from magnetic
data, but also to probe smaller anisotropic terms that in the
present case are not readily accessible from magnetometry.
The INS spectra were collected on the small amount of 0.1 g
of polycrystalline powders, by exploiting recent developments
in spectrometers technology. Both energy and transferred
momentum dependence of the scattered neutron intensity
were analysed. This last information, obtained by integrating
over the energy range corresponding to each magnetic tran-
sition, allows us to probe the structure of the involved
eigenstates.

Fig. 3 shows INS spectra vs. transferred energy for Ni2
measured at three different temperatures, 1.6, 10 and 20 K.
At low temperature, three peaks are clearly distinguishable at
14.8 cm−1 (I), 16.5 cm−1 (II) and 18.2 cm−1 (III) (Fig. 3).
These three transitions correspond to cold inter-multiplet
transitions between the ground state singlet and the first
excited triplet (split by anisotropy). Two other broad tran-
sitions are also observed at low energy, i.e. 1.7 cm−1 (i) and
3.3 cm−1 (ii), whose intensity increases upon increasing
temperatures.

To account for the structure of the observed excitations, the
INS data have been fitted using the microscopic spin

Fig. 2 (a) Temperature dependent magnetic susceptibility data, as
χMT (T ) (black circles) and χM(T ) (blue symbols) for Ni2; (b) experimental
magnetisation vs. field for Ni2 at different temperatures. Solid lines are
best fits employing Hamiltonian (1) and with the parameters described in
the text. Simulation results obtained by employing Hamiltonian (1) and
(2) are indistinguishable, evidencing that magnetometry in this case is
not sensitive to anisotropy.
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Hamiltonian of the form (2), where the axial and rhombic zero
field splitting terms are introduced:

Ĥ ¼ � Js1 � s2 þ d
X2
i¼1

szi2 � sðsþ 1Þ=3� �

þ e
X2
i¼1

ðsxi2 � syi2Þ
ð2Þ

Here i = 1, 2 labels the two magnetic ions, J is the isotropic
exchange interaction, while d and e are the axial and rhombic
zero-field splitting anisotropy parameters, respectively. Since
the two ions are essentially related by an inversion centre, we
have modelled them with the same zero-field splitting para-
meters. The Zeeman term is omitted because measurements
were carried out at zero field. In order to reduce the number of
free parameters, we have not included anisotropic exchange
terms, which are usually negligible compared to zero-field
splitting for Ni2+ complexes in an octahedral environment.45

It is useful to obtain analytical expressions of the molecular
eigenstates belonging to different total spin multiplets (eigen-
states of the isotropic, leading term of the spin Hamiltonian),
and then consider the effect of anisotropic terms as a pertur-
bation. This corresponds to finding the transformation from
the product (|m1,m2〉, with mi the eigenvalues of szi) to the total
spin basis (|ψS,M〉, being S the total spin and M its third com-
ponent). We assume z as the quantisation axis.

In particular, the ground state can be expressed as:

ψ0;0

�� � ¼ 1ffiffiffi
3

p 1;�1j i þ �1; 1j i � 0; 0j ið Þ ð3Þ

while for the first excited triplet (characterised by excitation

energy J) one easily finds ψ1;0

�� � ¼ 1ffiffiffi
2

p 1;�1j i � �1; 1j ið Þ and

ψ1;+1

�� � ¼ 1ffiffiffi
2

p +1; 0j i � 0;+1j ið Þ. |ψ1,0〉 and |ψ1,±1〉 are split to

first order by single-ion axial anisotropy terms. This giant S = 1
experiences an effective D = −d, thus a positive microscopic d
results in an effective easy axis anisotropy. The two degenerate
|ψ1,±1〉 states are then further split by rhombic single ion terms
into symmetric and anti-symmetric combinations:

ψ1;+

�� � ¼ 1ffiffiffi
2

p ψ1;þ1

�� �
+ ψ1;�1

�� �� �

¼ 1
2

1; 0j i � 0; 1j i+ �1; 0j i+ 0;�1j ið Þ ð4Þ

with gap 2e. This first order perturbative analysis leads directly
to the expressions for the position of the three main peaks,
given by: J − e − d/3, J + e − d/3 and J + 2d/3. Since these are
approximately equally spaced we obtain e ≈ d/3. Notice that
the sign of the anisotropy parameters does not alter the form
of the eigenstates, but only changes their order (see discussion
below).

The inelastic neutron cross-section was numerically simu-
lated by using the formula46

SðQ;ωÞ/
X
λ;λ′

e�βEλ

Z
Iλ;λ′ðQÞe�

ℏωþEλ�Eλ′ð Þ2
2σ2 ð5Þ

where |λ〉 are molecular eigenstates with energy Eλ, Q and ω

are the transferred momentum and energy, β = 1/kBT, Z is the
partition function and σ is the standard deviation of the
Gaussian line-shape associated with each transition (given by
the instrumental resolution). Here

Iλ;λ′ðQÞ ¼
X
ij

FiðQÞF*
j ðQÞeiQ�Rij

X
αβ ¼ x;y;z

δαβ � QαQβ

Q2

	 

λ sαij jλ′h i

� λ′ sβj
�� ��λ� �

: ð6Þ

The cross-section for a powder sample is obtained by aver-
aging Iλ,λ′(Q) over all the possible directions of Q. This average
can be analytically determined as shown in ref. 47:

Iλ;λ′ðQÞ ¼
X
i;j¼1;2

F*
i ðQÞFjðQÞ

2
3

j0ðQRijÞ
��

þC0
2j2ðQRijÞ

�
λ szij jλ′h i λ′ szj

�� ��λ� �
þ 2
3

j0ðQRijÞ � 1
2
C0

2j2ðQRijÞ

 �

λ sxij jλ′h i λ′ sxj
�� ��λ� �þ λ syi

�� ��λ′� �
λ′ syj
�� ��λ� �� �

þ 1
2
j2ðQRijÞC2

2 λ sxij jλ′h i λ′ sxj
�� ��λ� �� λ syi

�� ��λ′� �
λ′ syj
�� ��λ� �� ��

ð7Þ
where Fi(Q) is the magnetic form factor for ion i, Rij gives the
relative position of ions i and j, j0,2(QRij) are spherical Bessel

functions. Here C0
2 ¼ 1

2
3

Rijz

Rij

	 
2

� 1

 �

, C2
2 ¼ Rijx

2 � Rijy
2

Rij
2 .

In eqn (7) we have not included matrix elements 〈λ|sαi|λ′〉
〈λ′|sβj|λ〉 with α ≠ β, which in the present case do not contrib-
ute to the cross-section.

Fig. 3 Measured (symbols) energy spectra for Ni2 at 1.6, 10 and 20 K,
and corresponding simulations (lines) calculated by using eqn (5), with
eigenvalues and eigenstates obtained from diagonalization of
Hamiltonian (2). The inset reports the level diagram for the states
involved in the cold (blue arrows) and hot (red) transitions probed by
INS, with indicated excitation energies and approximate total spin S.
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Numerical simulations of the scattered cross-section
[eqn (5)] with eigenstates obtained from diagonalization of
Hamiltonian (2) yield the refined parameters J = −16.34 cm−1,
d = 2.53 cm−1 and a high e = 0.84 cm−1. This set of parameters
also reproduces the low-energy excitations, occurring approxi-
mately at energies 2e,d − e [almost degenerate, broad peak (i)]
and d + e (ii). As correctly described by our model, these are
transitions from an excited state (whose population increases
with temperature).

While the absolute values of the spin Hamiltonian para-
meters J, d and e can be precisely determined from the posi-
tion of peaks in the S(ω) spectrum, information on the excited
eigenstates can be deduced from the relative intensities of the
cold excitations I, II and III in the energy spectrum and
especially from the Q-dependent spectrum.48 This, in turn,
allows us to fix the direction of the anisotropy axes with
respect to the Ni⋯Ni direction.

The extracted Q-dependence for the three main peaks is
shown in Fig. 4, with the typical pattern of maxima and
minima arising from interference terms between the two sites
(i ≠ j ) in eqn (7). We note that transitions I and III display a
similar behaviour, with the first maximum at about 0.75 Å−1,
while for transition II the first peak occurs at ca. 0.95 Å−1. This
behaviour, as long as the relative intensities of peaks I, II and
III in the energy spectrum, can only be reproduced by assum-
ing d and e with the same sign and the Ni⋯Ni bond along the
intermediate anisotropy axis (i.e. x axis if d, e > 0 or, equiva-
lently, y if d, e < 0). This can be verified by applying eqn (7) to
the approximate eigenstates |λ〉 = |ψ0,0〉 and |λ′〉 = |ψ1,0〉, |ψ1,±〉.
Conversely, the sign of d cannot be determined from the data.
The good agreement between measured and simulated
Q-dependence of the scattered intensity (obtained from full

diagonalization of Hamiltonian (2)) reinforces the reliability of
the fitted parameters and confirms the structure of the
eigenstates.

The parameters obtained through INS data also finely
reproduce the magnetometry data, which is insensitive to the
rhombic and axial zero-field parameters (vide supra). Note that
inclusion of d in the Hamiltonian, based solely upon magnetic
data, i.e. χMT (T ), yields a large overestimation of d (31 cm−1 in
ref. 38 cf. 2.53 cm−1 in this work).

Magnetic description of Co2

Co2 shows a room temperature value of 5.41 cm3 mol−1 K.
Upon cooling the χM(T )T declines smoothly up to approxi-
mately 40 K, where it sharply drops to a χMT value of 0.37 cm3

mol−1 K at 2 K (Fig. 5a). This behaviour is consistent with the
orbitally degenerate 4T1g ground term of hexa-coordinated
Co2+, with a well-isolated spin–orbit doublet ground state.
Moreover, inspection of the χM(T ) plot shows a maximum at
ca. 6.8 K, which decreases upon lowering temperatures. This
maximum can again be ascribed to antiferromagnetic
exchange operating within the metal Co2+ centres. The magne-
tisation shows an almost linear increase with the applied field,
with a very small magnetisation value reaching 2.5µB (inset of
Fig. 5a).

Fig. 4 Measured (symbols) and simulated (curves) Q-dependence for
peaks I, II and III at T = 1.6 K for Ni2.

Fig. 5 Temperature-dependence of the susceptibility, field-depen-
dence of the magnetisation (a) and energy spectra at 1.5 and 10 K (b) for
Co2, collected with incident neutron wavelength of 4.8 Å. Data of INS
spectra can be found in the ESI.‡
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INS spectra for Co2 at temperature of 1.5 and 10 K using a
wavelength of 4.8 Å are shown in Fig. 5b. These are more com-
plicated than that observed for Ni2 and much more informa-
tive than magnetometry data. In particular, we note that the
presence of at least five peaks (some of them probably split)
between 7.3 cm−1 and 16.1 cm−1 in the low-temperature INS
spectrum can only be explained by assuming the Co2+ charac-
terised by an effective spin 3/2. Indeed, since all the detected
excitations occur at energies ≫κBT, some levels (two at least)
must be not populated at 1.5 K. This reduces the possible
number of peaks (in the case of two interacting doublets) to
four. Hence, INS data demonstrate that Co2+ is here in its high
spin (s = 3/2) state. By comparing the two sets of measure-
ments collected at 1.5 and 10 K (blue and red dots in Fig. 5b,
respectively), we note that the intensity of all the peaks
decreases by increasing temperature, as expected for cold tran-
sitions from the ground to excited states. However, no
additional peaks are measured at 10 K at low energy, despite
the significant population of the excited state at 7.3 cm−1

(≈10 K). This suggests a low transition probability between the
level at 7.3 cm−1 and those immediately higher in energy.

Despite an extensive exploration of the parameters space, it
was not possible to find a univocal set of parameters to
account for the observed behaviour of susceptibility, M(H) and
INS data. Further studies (e.g. by using the recently developed
four-dimensional INS technique)34–37 would be needed to
access the structure of the molecular eigenstates, thus obtain-
ing a sound characterisation of the microscopic spin
Hamiltonian.

Conclusions

We have used INS in combination with SQUID magnetometry
to investigate two binuclear molecular nanomagnet complexes,
namely Ni2 and Co2, obtaining the full microscopic spin
Hamiltonian for the former. The Q-dependent spectrum has
been particularly useful to determine the orientation of the an-
isotropy axes. By exploiting recent advances in the spectro-
meter technology, we could perform measurements on small
quantities of sample, which is very promising for the develop-
ment of molecular electronic devices, where frequently the
chemical yield of the synthesis is low. Systems such as this
dimer provide excellent models for gaining crucial insights
into quantum transport properties through molecular junc-
tions. The detailed characterisation of these systems provided
by INS, which gives access also to subtle anisotropic terms in
the spin Hamiltonian, is fundamental for the development of
future technologies, based on molecular transistor setups,
which have been demonstrated to be highly selective with
respect to spin anisotropy.49
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